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To improve journalism, media trainers need information about what’s working and what needs work in the courses they deliver. This means assessing the impact of this training – as it affects attitudes, information, skills and results in the workplace. To isolate the role that training plays, research and evaluation have to take place long before a course begins and continue till long after. 

This booklet explains the complexities involved, and it provides the tools for trainers to devise usable strategies to assess the impact of their work. The author critically draws from extensive management training literature, and produces a revised theory that he applies to the unique enterprise of journalism training and its assessment.

1. Introduction:

Media trainers worldwide devote enormous energies to running short courses to upgrade journalistic performance. Through anecdotes and even occasional structured feedback, we conclude that our efforts produce real results.  We get the opportunity to do this work because our clients – journalists and their employers – also believe that “training is a good thing”. It no doubt is. Yet the challenge is to make  training an even better thing.  To this end, evaluating the impact of training is crucial.  We trainers typically focus our efforts on the delivery of a training course, sometimes in response to a needs assessment. We then evaluate how the course impacted on the trainees – with timing that would seem to be logical – directly at the conclusion of our programme.  In fact, a case can be made for evaluation to come not at the end, but long before we even start the training, and for it to continue through the course till long after as well. And for evaluation to measure much more than trainees’ reactions to the programme. 

In making such a case, this report promises to demonstrate how to turn training into “a better thing”. In a phrase, the message is: “Take impact assessment seriously!”. The text below sets out the Big Picture of media training, which is critical for the whole argument. Special attention is then given to the why’s and wherefore’s of evaluating impact. The document does not offer a ready-made template, for the reason that there is no “one size fits all” model. Instead, the analysis provides both essential conceptual tools and some concrete tips that can empower you, the trainer, to re-engineer your existing evaluation system in order to pump up the power of your courses.

The author

A personal note helps to explain this report. As a journalist, and since 1994 also a university-based journalism teacher in Southern Africa, I have been extensively involved in training of both entry-level journalists and those already working in the profession. As one finds elsewhere, typically the entry-level constituency is in a formal tertiary programme spread over several years, after which a degree certificate is issued to those who pass. Typically, working journalists are serviced through ad hoc programmes of a far shorter duration (one to three weeks), and without formal assessment of the learning achieved. In both cases, there has been little or no evaluation of how the learning fares in the workplace. 

Increasingly, and as public criticisms of media performance have risen, I’ve become concerned to establish how much impact all this training actually has – on the individual, the newsroom, the media institution, more broadly on the socio-political media environment, and even on the training providers ourselves. What are the returns on all our work? How much do we really affect the media watchdog? Can there be more bite for our blood, sweat and tears? Applying the mantra of the Poynter Institute to training – and for the purposes of this study – especially to training existing journalists through short courses: what’s working, and what needs work?

This is especially important to those of us living in a troubled continent where journalism has such a huge role to play. It is thus no academic question to try to assess and improve the power of journalism training in Africa. Of course, not every reader will necessarily share that sense of urgency. Yet even if you are a trainer fortunate enough to face less drastic social challenges, this report may still stimulate you to transform – or at least to tweak – your training. This document on assessing impact is intended to have impact!

In 1998, my enthusiasm for investigating the effects of journalism training had an opportunity to be put into practice. A Maputo-based NGO called the Nordic-SADC Journalism Centre (NSJ) commissioned me to do an impact assessment of their past training activities.  In a bid to locate a suitable methodology, I called up various Internet search engines and entered the phrase: “journalism AND training AND impact AND assess”. The result: “No results were found”. In early 2001, I tried the exercise again … and found a single result. This lone return was from … my own university department’s web page. It recorded that I intended to investigate the topic during my sabbatical research in 2000/1. A survey of various academic journals dealing with journalism and media also came up empty-handed – both in 1998 and in 2001. 

The significance of this story is that if we’re to learn about impact assessment in journalism, we have to look outside ourselves to find out how people do this kind of thing in other professions. Back in ’98,  with no journalism-related impact evaluation tradition to use for the NSJ study, I drew from the experience of general impact assessment in Environmental Science. There were valuable pointers to be lifted from this discipline. These included the need to have a baseline if you want to put your finger on what changes were wrought (and what was not changed) when analysing the impact of an intervention.  There were also the techniques of scoping (as distinct from scooping!) the focus of your study and establishing time-boundaries to it. The importance of being open to unanticipated impact (a special concern for environmentalists) was also relevant. 

Drawing from these points, it was possible to devise a framework for studying the NSJ’s training impact. Together with Masters student and freelance media trainer Peter du Toit, I was able to kick the investigation off. 

Lessons from the NSJ study 

Full details of the study are available at: http://journ.ru.ac.za/staff/guy/research/nsj.htm

As a result, I shan’t repeat the entire methodology here. Suffice it to say that we gathered information through in-depth, semi-structured interviews with a sample of graduates of the NSJ courses. Peter travelled through six southern African countries, conducting face-to-face interviews (and contracting malaria in the process – an unanticipated impact of our impact assessment!). 

Caution is needed in generalising from our small sample of 25 trainees (plus 6 of their managers) out of 374 individuals who had been through NSJ courses over a 2.5 year period. Nonetheless, various findings did emerge, with tantalising pertinence to the NSJ’s training activities. Here are five of the most interesting: 

i. An effective target

One result in our research helped to answer the question of how well  the training had worked in the perception of the trainees. Just six percent said there was no impact on their skill level. A half, however, said they had improved from average to advanced levels. Most of the remainder recorded less improvement: from average to above-average (as opposed to advanced). This posed a very clear challenge for the NSJ: how to increase the proportions of those registering a leap from average to advanced. In other words, the impact study showed there was room for the NSJ to make its courses more “productive” in the eyes of more trainees. 

ii. Gender dynamite

It also appeared from our research that the women trainees, when compared to the men, had far more impact on their newsrooms on their return from the course. The women consistently scored higher in:

● reporting support from their colleagues as regards attending the particular course they went on, 

● providing reportbacks to newsrooms, 

● circulating course materials to colleagues. 

Thus women, it seems, share more than men do – and yet women are also a minority amongst NSJ course participants. To the extent that this finding is representative (and probably further research should be done to test it), the implications for the NSJ’s programmes are profound.  Clearly, if a key aim of the training is to impact on newsrooms, preference should be given to women applying for programmes.  The selection process is thus strikingly impacted by the research. The ramifications go even further. They entail considering if the NSJ’s format of three-week solid blocks for courses is a deterrent – within the gendered context of many southern African families – to applications by women who have children. If so, a solution might be to split the longer programmes into two separate 10 day blocks. The very shape of NSJ training delivery is, therefore, thrown into question by investigating impact.   

iii. “Wot about the bosses?”

Another illustration of how impact findings can powerfully affect programmes is that a third of the NSJ trainees we interviewed expressed frustration over an inability to implement the skills they had learnt, and 42% of these attributed the stumbling block to newsroom conservatism. A clear implication here is that the NSJ needs to train newsroom managers – whether through courses, briefings and/or publications – about how to maximise the benefits of training when a trainee returns to the office. It also points to the need for NSJ courses to include sessions on topics like “managing your boss” and “transforming newsroom culture”. 

iv. Southern solidarity

Also having “reverse engineering” implications for courses is the finding that over half the journalists surveyed said that the NSJ training experience had raised their awareness of the media situation elsewhere in southern Africa. This represents an unintended impact arising out of the multinational character of the courses (which bring together trainees from a range of countries). Elevating this significant  – though unplanned – consequence into a formal course objective could lead to programme activity explicitly geared at promoting higher awareness and regional solidarity. To the extent that this in turn helps build an international network of journalists, it could impact positively on media’s role in democracy and development in southern Africa – which is part of the NSJ’s raison-d’etre. Our research thus highlighted a whole fertile area that had previously been on the margins of the radar screens of NSJ trainers. 

v. Slow percolation

Finally, another intriguing finding in the NSJ study was that the impact of training seemed to need time to take full effect. Graduates of programmes two years earlier reported higher impact than those who had completed just six months previously. Assuming that there was no significant difference in the types and quality of short courses or their participants over the whole period, it appears that trainees had a chance to utilise more of their learning over a longer period of time. At first glance, such a finding is counter-intuitive – one might expect impact to fade over time. Yet as Robinson and Robinson note: “If you measure results too soon, you may be measuring the decline that appears immediately after training, when people are trying to apply the learning; you will not be measuring what will be the actual norm over time.”
 Whatever the reason, the finding about slow percolation of impact for NSJ courses has important implications for the timing and forms of reinforcement and follow-up training. 

An agenda for evaluating impact

The power of the NSJ study convinced me that more work was needed if impact assessment methodology was to be developed for journalism training. The research I did raised questions for me about the method we used, which I suspected could be complemented or replaced by easier and/or improved ones.  The study we did is not easily replicated – unless media trainers can access material resources and competent postgraduate students to conduct such a time-consuming and costly investigation. One of the purposes of producing this report therefore has been to explore less expensive methods. In researching this document, however, it became clear that there are no instant “cheap ‘n easy” solutions. In fact, examining how to assess the impact of training, it turns out, is the equivalent of trying to understand the the infamous Florida elections recount through studying just a single day’s press coverage.  To understand such a massive topic, you have to look at way more copy. So, constructing a simple but reliable strategy for impact assessment of journalism training remains a viable project … but it is also an enterprise that has to be by way of a broad understanding of the many issues entailed. There are no short cuts. 

Thanks to the support of the Poynter Institute’s Paul Pohlman and Karen Dunlap, I was able to do part of the research for this report at their library in February 2001. This meant time to read a wide range of sources, the kernel of which is hopefully presented here – saving you, the reader, from having to wade through the stack yourself! In compiling this report, I have tried to keep in mind the limited time you no doubt have to read this document, let alone revise or devise your own systems of impact assessment. Reading the whole work should take about two hours. In exchange, I offer you this return on your time: a unique understanding of a hitherto-neglected topic that can contribute enormously to the power of your training. My suggestion is that you highlight whatever points in the text strike you as practically useful, and that you composite these at the end. Adding your thoughts to that list will yield a rich compost for growing a system that best suits you. 

I’d love to hear about it. Mail me at G.Berger@ru.ac.za

2. Why bother with evaluating training’s impact?

This section deals with:

● Training and education as twins.

● The gain in train.

● Stakeholders in training.

● Is training the right treatment?

● Doubting, blinkered and true trainers.

● When impact means maintaining equilibrium. 

The NSJ’s findings recorded in Section One should convince you of the value of doing impact assessment. But there’s more to it. The question “Why spend time evaluating the impact of training” assumes a prior question: “Why train?” To answer both, we need to clarify some fundamental issues: 

Training and education as twins:

First up is the issue of how training differs from education. Some writers suggest the distinction is between skill and understanding on the training side, and on knowledge and understanding on the education one.
 The emphasis may be right, but clearly knowledge entails skills, while any skill also entails knowledge – and without either there would be no understanding. So training and education are not in practice entirely separated activities. 

I would add to the skill-knowledge distinction (as qualified) my own view that education should emphasise questions, while training trades  more in answers. Again in practice these are never quite distinct. The relationship can be represented thus:
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Using these definitions, anyone can see that most media trainers tend to use a combination of education and training at any given time, even if in varying proportions. For the purposes of this document, therefore, the word “training” also encompasses “education”. Assessing the impact of training therefore does not exclude education. Indeed the exercise may wish to probe the effects of different combinations of the two emphases. 

The gain in train:

It helps to work from a definition of what training is and what it does:
 


This definition reminds us of the key role of the organisation in relation to training, a point to which I will return in Section Nine below. But it also highlights improvement as the objective of training.  If the purpose of training is to improve, then – from the point of view of the organisation – this is, in essence, improvement of productivity. Such improvement results from a combination of:

● improved efficiencies (same results at lower costs or effort), 

● improved effectiveness (better results at the same cost or effort).
 

In other words, training should aim to increase both effectiveness and efficiency, and measuring its impact means measuring both axes. This applies equally to training in journalism ethics, speed of production, quality of writing, creative skills, leadership … whatever the training is intended to address. In every case the question is raising the capacity of a trainee to do things “right” and to do the “right” things. How these are clarified and measured is a challenge to which I will return. What is important here is the rationale of training being productivity increase. 

Stakeholders at the heart of training

Within the organisational context, training operates on the first instance upon individuals. In fact, “(i)n training, the job and organization are viewed as relatively stable, and the individual is changed.”
 In pictures, this looks as follows: 




At this point, we can usefully interrogate why it is that there is a need or interest in changing an individual, i.e. in expanding his or her productive capacity. Hall and Goodale help out here by pointing out the interest of the employer in training, citing these reasons:

● the labour market does not supply adequately trained personnel;

● skilled people who were hired turn out to need training for the specifics of the job;

● job functions or performance standards change; 

● there’s high variability in performing the same job by different employees. 
From the vantage point of other interests besides the employer organisation, the purpose of training may be somewhat different, (although not necessarily in contradiction). For example, my personal interest in training is to empower journalists to play a better democratic and developmental role. A trainee may stress a different stake – like seeing training in personal advancement terms. This range of interests in training does not change the core rationale of training, i.e. to raise efficiency and effectiveness. The point is that training is supposed to meet particular combinations of needs or problems. This is, as I will show, a central issue when it comes to assessing impact.  

Is training the right treatment?

It ought always to be very clear that training is actually the right answer to the problem it is selected to remedy or the need it is expected to fulfil. Whatever triggered the idea of a training programme, a needs analysis should be done to determine the cause of the deficiencies training is supposed to address. The environment should be surveyed to see what other factors are at play – factors outside the ambit of training. For example, it could be that rather than a lack of journalistic training, it is certain procedures, systems, leadership, compensation, etc., which lie behind problematic productivity. Further, if training is indeed relevant to addressing the problem, it still needs to be asked how important the problem is, and what would happen if nothing were done.
 If the situation is of minor significance – or if it would correct itself independently over time, then training is redundant and assessment of the impact of training would be misplaced or misleading. 

Doubting trainers:

Having situated training in relation to education, productivity, stakeholders and treatment, we can return to the question: “Why train?” The answer might be: “to raise productivity for stakeholders in cases where training can feasibly make a difference.” That is the intention, but what is the reality? The conventional wisdom is that we train because training works. But some experts have doubts:
 


Blinkered trainers:

Despite such sceptical statements, people continue to invest in training – but ironically not in evaluating the efficacy of this investment. Hall and Goodale report a survey that 75% of US organisations have had no formal procedures to evaluate training effectiveness.
 Writers Latham and Wexley point out: “A critical limitation of many training programs is that no attempts are made to assess their long-term effectiveness.” 
 This situation seems strange because as has been noted:  

● “There is a danger that many concepts and principles taught in training are forgotten or are discarded soon after the trainee returns to the daily pressures of the job. For this reason the long-term effects of training programs must be evaluated to see if they bring about a relatively permanent change in trainee behaviour.”
 

● “Finding out about both the ‘hits’ and ‘misses’ of transfer will invariably suggest how the program might be revised in the future to result in a more complete, accurate and worthwhile transfer.”

So why does impact assessment not happen extensively? One explanation is the complexity the exercise requires. Milkovich and Glueck write: “The traditional approach to boost transfer has been to maximize the number of identical elements between the training situation and the actual job. While this is feasible for training skills, such as operating a cash register, it is less so for teaching leadership or conceptual skills.”
 This point is taken, but we also need to think very carefully about the counter-argument by Phillips who holds that “if the impact of the program cannot be measured, then perhaps the program should not be implemented.”
 These arguments are both especially relevant to journalism training. 

True trainers:

There is no shortage of sceptical or blinkered approaches to training. The alternative to them is to assess where training really does make the difference it is intended to. This brings us back to the question: “Why invest in assessing the impact of training?” Some useful answers can be found in the literature: 

● The result of tracking impact is trainers should be able to answer:

– “how should your programme be redesigned to increase impact?”;

– “how should work environments change to support the learning?”; 

– “should job experience or learning requirements for entrance into the programme be modified?”

● “If managers do not intend to invest any time, energy or money, in a program designed to maintain the skills and knowledge gained by their employees in a given training program, they ought not to invest the time, energy, or money in the training program in the first place.”
 These are all valuable points.

One writer in fact advises spending up to 10% of the programme cost on evaluating its results.
 As you continue reading, you will find many more points about the importance of evaluating the impact of training. This includes not only investigating successful impact, but also failures, unexpected modifications and unanticipated consequences.

When impact means maintaining equilibrium:

Seeking to assess the impact of training raises a tricky question: “What would have been the impact had there not been the training?” This is often complicated to answer; nonetheless, it remains a pertinent matter to explore. Although training is usually aimed at change, it can also aim to preserve things in the face of change – for example, reinforcing journalistic ethics in the face of increasing media commercialisation. The results here do not appear as major transformative impact in the sense of visibly improving the media, yet it could very well be that the quality of journalism would have retrogressed without the training intervention. This is thus a significant training impact – even if a low-visibility one. The challenge for media trainers is that such “maintenance” impact in the face of disruptive or corrosive forces needs to be shown. As discussed in Section Four below, trend analysis may assist here. Of course, even if we can convincingly demonstrate this kind of impact, any trainer worth his or her pedagogical salt does not only want to be involved in rearguard action to shore up a declining journalism. We want to hit a lot higher than this – and to use impact assessment to find out which are the best strokes for reaching the target. 

With this background about training and assessing its impact, we can now move on to locating the two activities in a network of cross-cutting and overlapping issues and practices. 


3. Contextual connections:

This section covers the following topics:

● A philosophy of training.

● Certified to climb a ladder of learning.

● In praise of performance appraisals. 

● Other professions just ain’t journalism.

● Social science research methodologies.

If we accept the importance of measuring the impact of journalism training, the next step is to understand what that entails. It helps to see how the enterprise dovetails with many other considerations and practices:

A philosophy of training

Media training aims in the first instance to change individuals – but how? Much of the management literature concerning the impact of training is within the paradigm of “knowledge-transfer”. In this outlook, relatively empty-headed trainees are tanked up during a course, and the question then is how to reduce leakage or wastage when they get back to the workplace. The vocabulary that attends this view is “how to make training stick” or “how to ensure training transfer”. This outlook is not altogether incorrect, but it is limiting. It ignores the active role of the learner, and it terminates the learning prematurely at the end of the formal course. 

A more liberating perspective in the development tradition of Paulo Freire
 and Seymour Papert
 would see training as enabling participants to build on their existing knowledge through planned processes and experiences that entail discovery and creation of new knowledge. Instead of training trying to remedy what the trainee lacks, the stress is on developing what the trainee has to offer. Learning does not need to end with the completion of a programme. 

The two different emphases in the “transfer” and “development” outlooks have profound implications for how you view the prospect of heightening the impact of training. They also, accordingly, influence impact assessment – for example, whether you evaluate only whether trainees implement what was taught in the course, or whether you go further and look at how they may have modified and augmented their learning in an ongoing process in the workplace. 

The “filling up empty vessels” approach also overlooks the diversity of individual trainees and their personalities. Yet, it is arguably very relevant for trainers to plan, operate and assess programmes that take account of the range of learners. Take, for example, this typology of mindsets of trainees coming on short courses:

●  the easy convert (who retains little of the training);

●  the tourist (returns with a few souvenirs)

●  the expatriat (is unhappy to find nothing has changed at home after he or she has been changed by the course)

●  the missionary (over-eager to proselytise)

●  the self-mystic (changes, but unclear why)

●  the learner critic (takes training with a reality-tested attitude).

The roles that go with these mindsets have implications for the impact of your programme and accordingly the part they play can be assessed when you evaluate impact. But if your philosophy of training does not stress learner diversity, you would not be led to investigating the effects of these kind of factors. The same applies to the issue of different learning styles and learning intelligences.
 

Distinct from this, though connected to it, is the relationship between the technology and methodology of productive learning. This is another aspect of the Bigger Picture of training that also “impacts” on impact assessment.  Good trainers will be continuously experimenting here – in defiance of the conservative maxim that “if it ain’t broke, don’t fix it”. But good trainers will also want to find out what technologies and which teaching methods work better than others. To that end, good trainers (i.e. you!) will be itching to do impact assessment so as to get the necessary insights. 

My point in all this is that your philosophy has a bearing upon how you see training, trainees and the kinds of impacts you would look for.  You should be clear on what your position is before you embark on impact assessment.

Certified to climb a ladder of learning:

Can short courses for journalists amount to anything in the way of recognised and formal qualifications? Do they add up to anything over a period of time? To what extent should a certificate for a short course be issued for proven competence achieved, or just for full attendance during the programme? In turn, these questions raise the issue of measuring competence: i.e., of evaluation and grading. This has special resonance in South Africa, where there is a national endeavour to link short courses (and life-experience) into the hierarchy of tertiary educational qualifications. Media trainers elsewhere could also consider the contextual challenge of situating their work within a lifelong learning continuum for journalists. How do all these issues relate to assessing your impact? The answer is that attempts to measure competence (and what this means for entry and exit levels in tertiary education and a “ladder of learning”) entail a degree of impact assessment. The two ventures, therefore, have significant points of intersection. What happens in the one has relevance in the other.

In praise of performance appraisals: 

Impact assessment has a cousin in P.A. Here’s how: 

 ●  Larger media institutions – as part of their Human Resource Department function – often operate programmes to assess the performance of journalists. Such “performance appraisals” have a variety of purposes for the institution, but the main relevance here is the extent to which measurable performance criteria are designed, agreed and utilized. Clearly, trainers can draw on this in setting objectives for courses and in measuring the impact of training on individuals. 

 ●  There is an unavoidable link, even if (preferably) indirect, between performance appraisals and performance rewards within institutions. Likewise, here is also often a close connection between a successful training experience and performance rewards. These links, by themselves, or via their convergence (in rewards), can be messy and even contested. However, the point is that there is a powerful contextual factor outside of a training programme that can impact on it in ways that enhance or undermine its overall effects on a given trainee. Assessing impact thus needs to take this matrix into account where relevant. 

 ●  Some appraisal processes also include forward looking aspects, such as personal development plans with priority areas, goals, standards, and target dates.
 These plans mirror, on a bigger scale, the personal action plans developed at many short courses (as discussed in Appendix A). Some of the drafting processes of plans in each case, and the assessments as to what subsequently transpires, are very similar. This overlap can be a source of synergy. 

The potential interface can be represented visually:





The point is that training evaluations ought not to be done in splendid isolation of performance appraisal processes where these exist. Instead, they may be enriched by these, and feed back more strongly into the quest for enhancing the impact of training. They may, it is true, also be undermined by the interface and similarities – notably where performance appraisals are unpopular and discredited. 

Other professions just ain’t journalism: 

As discussed in Section One, I turned to Environmental Science when I was doing the NSJ study. For the research underlying the current document, I utilised literature on Management Training and on Human Resources Development.  Bob Giles, head of the Nieman programme at Harvard, recommended me to also look at studies about training for medical doctors. Due to time constraints, this was not possible, though I hope someone else may follow up on his suggestion. 

What emerges in all this is that unless we want to re-invent wheels, we journalism trainers need to borrow from many other professions and disciplines.  But such borrowing is not without questions. Principles that apply elsewhere may not necessarily resonate with either the ethics or the ethnology of journalistic work. There is certainly an inappropriate belief in much of the management literature that training works unproblematically along stimulus-response lines where the trainee is “injected” with information and the requisite action follows. This may be the case with certain highly constrained technical tasks, but there are a lot of variables outside of training as such. Journalism is subject to both individual creativity and the comparative chaos of the universe! In consequence, the results of our training activity are far more unpredictable than, say, those of computer-skills training. 

In the face of such factors, some trainers may have their suspicions confirmed about the measurement obsessions of managers and “bean counters”, and about the futility of accurately establishing the effects of training. Some may decide that it is even not worth the trouble to try. This is premature surrender. We owe it to our core purpose to pursue the task, even if an absolutely perfect impact assessment is a chimera. We cannot avoid the need to devise reliable systems of impact assessment that will yield credible knowledge for boosting the effectiveness of our training.  

And, as a positive side effect, the more that we can develop insights relevant to our field, the more we can contribute to the general theorisation of training impact assessment and its application to complex fields. One day maybe other professions will borrow from us. 

Social science research methodology.

This report is not the place to go into the intricacies of scientific research considerations for assessing the impact of journalism training. However, there are important issues such as:

 ●  Quantitative and qualitative emphases

 ●  Sampling and representativity

 ●  Reliability, validity, triangulation 

 ●  Techniques: focus groups, interviews, questionnaires, etc.

The relevance of social science can be seen in the case of the NSJ study discussed in Section One. There, the sampling size and character, as a proportion of the total trainees, was probably sufficient to take the overall findings as representative. But as I broke the data down into subcategories, such as looking at women’s reponses in relation to men’s, the margin of error grew because the sample size shrank in relation to the total population. That does not mean the findings on women are valueless – just that they lend themselves more to extrapolation than to generalisation. Another example of social science relevance is that our research team was made up of two white males. Social science would direct us to consider whether interviews with trainees might not have been different with demographically different researchers. Further research could test this. 

Not all impact assessment needs to be done with the input of social science, although where it can be drawn upon, so much the better. My suggestion to any trainer or training organisation seeking a high-end strategy for researching impact is to recruit PhD students from a reputable college and enlist them in bringing academic insight to bear.  

At this point, you have now covered background information on training and impact assessment (Section Two) and philosophy, certification, performance appraisal, borrowing and social science (Section Four). Armed with such insight, we can now proceed to the nitty gritties of analysing impact assessment. 


4. Evaluation and Impact Assessment: 

This section deals with:

●  What is this impact assessment animal?

●  Who’s gotta have it?

●  Evaluation gets drafted into service.

●  The five fabulous angles of evaluation. 

●  A cause to effect.

What is this impact assessment animal?

It’s useful to begin with a definition of impact assessment, before exploring how it relates to evaluation. Here’s one definition: 


The author, Roche
, points out that assessing impact entails judgements about what is important, and it is therefore about valuation and prioritisation. These judgements in turn may be about change – or continuity (the active preservation of something). Media trainers will need to look closely at what kinds of impact they value and prioritise.

Roche further cautions that people will have very different experiences and perceptions about impact. The significance of this is that impact assessment is not about “truth”, but more a negotiation of different interpretations. For her, this means in turn that participatory monitoring and review should be integral components of impact assessment. There should also be cross-checking through a variety of informants and sources of information.
  

It should come as no surprise to trainers that impact assessment is not a “holy-of-holies” homage, but a negotiated endeavour entailing all the qualities, uncertainties and flexibilities of human beings. It is tantalisingly subjective and yet it can – at the same time – be reinforced to have objective value in its implications for training. 

Who’s gotta have it?

According to Taschereau, “because impact evaluation means different things to different people, and because different stakeholders may have different interests in an impact evaluation, gaining agreement from the outset on the purpose, expectations, and potential users of a particular evaluation is critical.”
 The significance of this is that uppermost in your mind as a trainer should be the question of “why” with any evaluation. In turn, the answer here will entail a further answer to the question of “for whom?” In other words, impact assessment of training can have different judgements and priorities depending on who wants it: 

 ●  A trainer has a distinctive interest in evaluating a course impact – and one which is not entirely shared by other stakeholders. For you, therefore, the key issue might well be information that will tell you how to follow up or consolidate the training, and where (eg. on site, or off-site). It could also be how to re-configure the programme to heighten impact on a new generation of trainees. In addition, you might want data to use for marketing purposes. 

●  A CEO’s interest is mainly financial, and she or he wants to know if there’s improved productivity resulting from the training and how this affects the bottom line (return on investment).

●  An editor, such as in South Africa or the USA, may want to know how the training is impacting upon coverage of race and diversity, and/or upon the skills of journalists of colour in particular. 

●  A trainee probably wants the kinds of information that could give feedback on the extent of personal improvement, and which might also constitute motivation for a pay rise or promotion. 

●  For a sponsoring agency or foundation, such as with Nordic countries that underwrite the NSJ, the impact of greatest interest is less on the individuals or even the media, than on the bigger questions like democracy or civic culture in the societies concerned. 

Impact assessment, then, is not something static or which stands independently of who wants it.

The vantage point in this report is primarily that of us, the trainers. For us to do an assessment does not mean we have to meet the interests of every other stakeholder. Still, it is important to be sensitive to these interests, including things like the CEO’s concerns in measuring financial returns on investment in training. Clearly if our training is not cost-effective, its sustainability is vulnerable. 

This report is thus based on the following balance of interests: 
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Evaluation is drafted into service:

How does impact assessment relate to evaluation? Some people treat impact assessment as if it were a final stage of evaluation, i.e. as something done at the end of a project. But as Roche argues, impact assessment needs to be monitored right from the start, and indeed, in preparatory stages of training, impact assessment should be anticipatory. Best practice impact assessment therefore begins before the beginning and it continues long after the end of a training course intervention. This recommendation is re-visited in Sections Six and Seven below. The difference between the impact assessment and evaluation is therefore not one of timing. 

Roche puts both processes on a par and distinguishes them as follows:

● Whereas evaluation usually looks narrowly at an intervention and its results, impact assessment also considers external influences, and it considers all significant changes – including the unintended and unexpected. 

● Evaluation is also frequently used in relation to individuals, while impact assessment often looks at bigger units.

● Impact assessment is typically concerned with longer-term outcomes than evaluation.

The emphasis in this understanding of impact assessment accords with my view, but not the presentation as if evaluation were an alternative activity. For me, it makes better sense to see evaluation as the activity conducted (at any or every stage) in order to measure impact (planned or unplanned).  This is whether the impact is on the individual, the institution or the society. Not all evaluation is necessarily to do with impact, however in this report my concern is where evaluation is harnessed for the purpose of assessing impact. 

In short, as used here, evaluation is the means; impact assessment is the end. 

Five fabulous angles of evaluation:

Like any big story, evaluation has many angles. It helps to have an overview of these in the context of impact assessment:

●There are phases of evaluation:

           Pre-course, in-course, post-course

●There are spans of evaluation:

           Formative (eg. within a training phase), summative (eg. at the end of a training 

           phase)

●There are areas of evaluation:

           eg. Knowledge, Attitudes, Skills, Practices

●There are scopes to evaluation:

           eg. Individuals, newsrooms, organisations, societies

●There are techniques of evaluation: 

           eg. Formal, informal; data-gathering and data-analysis; discussion,        questionnaires, interviews, focus groups, observations, tests, etc.  
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A cause to effect:

Roche cautions us against a linear model whereby we naively assume that input a = output b = impact c. This is because the same input can lead to different outputs, and there can be discontinuous and unpredictable influences coming from the wider context.
 It is true that life – and training – is a lot more complex than simple cause-and-effect. But the challenge remains to seek out causalities that do exist. Causal analysis requires not just association, but a temporal sequence and elimination of other factors. Using qualitative research to investigate training impact is less aimed at this venture (i.e., at cause or generalisation), than at illumination and extrapolation. But even here, rival explanations should be tested, and there should be attempts to ensure that the findings can be replicated in new cases. 

Phillips correctly argues that research data does not always prove that training resulted in a certain impact, but he does stress that without this, it is hard to make any link.
 What kind of data is required? Here Robinson and Robinson make the point that to establish if there is a causal link between training and outcomes, you have to analyse the successes.
 However, I would argue that failed impact also needs to be identified and explained; it may be that flaws in the training had a causal part in this. 

To isolate the difference made by training, people often look at pre- and post-programme situation. This needs a baseline, highlighting the status quo before training commenced. Where there is not one, the past has to be reconstructed.
 The baseline can serve as a standard against which training impact can be measured, although factors other than training that might have contributed to the outcomes need to be identified so as to pinpoint the role of training. Alternatively, it is still essential to have a baseline if training is to be measured not against the past, but in terms of what is likely to have happened in the subsequent period had there not been the training. Known as trend analysis, this is a future projection based on previous performance, and actual performance can be compared to this.
 Again, other unexpected contributing causes, outside of training, need to be scanned for when doing trend analysis. In short, in some cases, comparison with the baseline is adequate for impact assessment; in others trend analysis (built from a baseline) is more appropriate. The point in each case is to pinpoint the difference made by training by identifying and excluding any other causal factors in producing the outcome. 

A supplementary method of isolating the impact of training is by comparing graduates of a training programme to a control group and subtracting out any differences found in the latter.
 The literature makes several points about using control groups: 

● Control groups ideally should be identical (and within this, randomly selected), but in practice it is possible to get away with four to six variables of similarity.
 The important thing is that both the control and the target groups should share a baseline (or trend analysis) that is fundamentally comparable. 

● It is advisable to pre-test both control and target groups, and also to post-test both groups.

● Instead of seeking a control group that has no training, it is possible to compare two different groups that were trained. This can give insight into which training techniques were superior, plus create a typical learning curve against which trainees can be measured.
 

In all these possibilities, the collection of impact data at all stages (pre-, during- and post- training) is necessary for credible tracking of the contribution (or failure) of training in relation to outcomes. This is elaborated upon in the next section. 

We have now reviewed the issues around the negotiated qualities of impact assessment, its stakeholders and its different angles. The role of evaluation and how causality is shown, have both been addressed. The question to be addressed now is the when and the what of impact assessment. 


5. Phases and realms in the training cycle:

This section deals with:

● Triple phase training.

● Four royal realms of impact. 

● When phases meet realms. 

Triple phase training:

It is helpful to see training as a process that goes through three phases:




The process model, as Brinkerhoff explains, enables you to see that if evaluation picks up a breakdown at any stage, the cause of the problem may lie at an earlier stage.
 In other words, focussing on sequences within a process helps you know where to intervene. How does this work? Consider the following illustrations:

● Suppose that impact evaluation shows that trainees are not using the learning in the workplace. The reason may be that they did not actually learn much during the earlier phase – during the training programme itself. 

● If trainees did not learn much, perhaps the problem was that the delivery of the course was problematic. 

● If the course was badly delivered, chances are that it was probably badly designed in the first place, and impossible to deliver well.

● Suppose the course was well delivered, it may still be that bad design of the course was the problem – for instance, it was too challenging or too unstimulating, too concrete/abstract, too narrow/broad, etc. 

● Perhaps the course was well designed, but it nevertheless still did not meet a real need that ought have been established in the pre-training phase. That could be the root of trainees not using the training. 

● Maybe all these elements were unproblematic, and the real problem is that the wrong candidates were selected for the programme at the outset. 

● It could be that the candidates are not the problem; indeed that all was in order in both pre-course and during-the-course phases. Instead, the problem may reside in the work environment which blocks trainees from using their learning and training could not change this. 

● Lastly, if all other bases are intact, including the workplace environment, it is likely that training as such is simply not the answer to the problem it was hoped it would address. Those wanting the training should go back to the drawing board. 

In other words, the process approach refers us to unpacking layers in sequence– a bit like opening up a Russian doll – so as to trace problems through various phases back to their original source. 

This recognition of impact at phases of a process also helps locate some of the common problems found in implementing of training in the workplace:
 













Of course, assessing training impact across all phases in the process can help pinpoint points of strength, not only problems. To improve the productivity of training, you need to get information about both. 

Another key benefit of looking at training across phases in a process is that this underlines the critical importance of front-end work for what follows. If the wrong course is mounted, or inappropriate trainees selected, it is very hard to salvage a course no matter how effective the delivery or conducive the workplace. 

The lesson of all this is we should evaluate at all phases, and feed the final results back into a repeat of the training cycle on a higher level.

Four royal realms of impact:

Having considered the value of evaluating at every phase in the training process, we can now turn to what is being evaluated. The focus here is on different kinds or realms of impact. Often these realms are tied inappropriately to particular phases. Thus, classically, the management training literature only highlights impact evaluation at two of the three phases of training, i.e. the operational and post-programme periods. I will come back to the question of the pre-training phase below. For now, we can note that the literature typically distinguishes two different kind of impact results at each of the two phases: 

	     PHASE
	     IMPACT

	                                                                 reaction

     Programme                                                   

     Operation: 

                                                           Learning

	                                                            application of learning

     Post-programme:      

                                                            results of application


This schema was first devised by Donald Kirkpatrick, and it corresponds to the following questions:



               

      

This can be seen as whether there is impact as follows:

● Reaction → heart (feelings about the training experience)

● Learning → head (course-linked intellectual and emotional outcomes)

● Application → hands (ability to use the learning in actions)

● Results/pay-off → co-ordination of head and hands in the individual’s organisational context … including the bosses’ pockets!

These distinctions show the error in thinking that we have assessed our impact by giving out questionnaires to assess trainees’ reaction at the end of a course. As Deming cogently remarks: “They loved it, but will they use it?”.
 For Phillips, if there is no data on learning or on application on the job, it is virtually impossible to prove that any improvements were caused by the training.
 More specifically, the literature usefully advises us that:
 


The point is that training content can be fascinating, and still contribute nothing to job performance; trainers can be entertaining but ineffective.
 In addition, participants’ reaction responses are influenced by pleasure rather than improved performance.
 The problem with only assessing reaction is that this misses the point of the training – because “(t)he major item to be judged is the participants’ change in job performances with the secondary item being the training program itself.”

If we are to really assess impact, then it is critical to track all across the four realms of impact. As Phillips says: “If measurements were not taken at each level, it is difficult to conclude that the results achieved were actually produced by the … project”
. 

When phases meet realms: 

The model presented above is undoubtedly valuable, but it is also narrow because it: 

● leaves out the pre-training phase altogether as if impact had no relevance there, 

● tends to conflate particular phases with certain realms. 

For instance, the model implies that learning ceases with the training course’s completion; all that is assessed after this point is the (admittedly-important) business of implementation and the endurance or decay of learning. However, there is no reason why there cannot be continued assessment of learning, including – even especially – unanticipated learning and individual growth. This is not least through the trainee’s very experience of putting earlier learning into practice over a period of time in the workplace. 

The model’s assumption is also that there is no relevance in assessing either reaction, learning or application pre-training, as part of an ongoing process in where a given training course is never mounted on a tabula rasa. 

More illustrations about assessing reaction, learning, application and results at all phases are discussed further in Section Seven. The point to make here is that the two axes of phases and realms are not so narrowly wedded as the management literature would suggest. In turn, if you want to see if training is effective, you have to look at evidence across the whole cycle – not just during- and post- training, but also pre-. And you need to measure each phase in terms of all four realms of impact: reaction, learning, application, results. 


6. Evaluation and needs analysis:

This section looks at:

● The object of objectives.

● Here’s analysing “needs analysis”.

● Learning about learning.

● Why affective is effective.

● Hold the trimmings.

● Doing definitions.

The object of objectives:

Looking at evaluation brings to the fore the objectives of training. It is in relation to these that the impact is meaningfully assessed. Further, the clearer the objectives, the more focussed the evaluation can be. The experts highlight just how important objectives are for a trainer:
 


This is all good advice. But it would be even better if the starting point was with the knowledge that the impact of training will be evaluated, because this requires objectives to be defined in an assessable manner. 

Here’s analysing “needs analysis”:

Objectives ideally should be developed out of a needs analysis and a baseline. This is because the impact of training is partially a function of clear identification of what needs to be impacted upon. To this extent, a needs analysis sets up the baseline data. In turn, impact assessment is made meaningful in part in relation to this baseline or to a trend analysis built upon it.  On this foundation of a needs analysis, the objectives of the training intervention can be properly designed and impact assessment anticipated in a rigorous manner. 

In doing a needs analysis, we can draw upon some insights from Performance Appraisal experience. Accordingly, a distinction first needs to be made between the job analysis and the person analysis.
 Analysing the person in relation to the job is what signals the need or problem that training is supposed to address. There are various ways of assessing this. Mohrman Jr et al distinguish four approaches to measuring an individual’s functioning in a job:

	APPROACH
	WHAT GETS LOOKED AT

	     Performer-oriented: 
	     Traits and skills



	     Behaviour-oriented:
	     Critical incidents



	
	     Descriptions of behaviour 

      (eg. behaviourally anchored rating scales)

	     Results-oriented:
	     Outputs



	     Comparison-oriented:
	     Ranking




Needs analysis in regard to the person can clearly deal with the skills component of the performer.  But traits are more controversial. Hall and Goodale are strongly critical of a part of the performer-oriented assessment, arguing that employee traits have questionable relevance to successful job performance.
 In addition, it can be argued that focussing on personality is not very helpful to a trainer viewed as a change agent. Specific behaviours are already hard to change, but general character traits are far tougher.  In fact, it is probably illusory for training to try to change personalities.  Perhaps the value in tracking these features and seeing if they influence impact, is that the trainer can then test out ways to work with or around these elements. It is not helpful for analysing training needs as if training could change personality traits.

In this spirit, Bob Giles is very opposed to performance appraisal that deals in attitudes
, the implication being that neither needs analysis, training itself nor impact assessment should address this facet. I believe we can distinguish between personality traits on the one hand, and attitudes on the other (even if they are often connected). We can profitably assess attitudes because their character (which is not firmly fixed) operates with relevance to needs analysis, the formulation of objectives, training and impact assessment. It is, after all, apparent that newsrooms, independent of personalities, can sometimes foster cynicism, while many courses – as discussed – often reinvigorate a journalist’s attitude to the profession. This impact can and should be assessed against a baseline (or trend projections) established in relation to a needs analysis. 

Hall and Goodale raise a reservation about results-oriented assessment. They caution that this focus needs to separate out variables influenced by factors other than the person’s performance.
 For journalists, this has special relevance. Both the quantity and especially quality of journalistic results are highly influenced by external factors. Robert Picard, in considering how to measure journalistic results to gauge their productivity, has in fact rejected the attempt altogether. He concludes that the focus should in fact be on activities which – if all things were equal – would be a predictor of product results.
 Of course, all things are not “equal” in journalism, and unpredictable externalities mean that performance may not always yield the desired results. Nonetheless, this remains a relevant and fair area to address in performance appraisal – and in analysing training needs and thence designing objectives. 

Hall and Goodale recommend “a dual approach that appraises employees not only in terms of what they do – performance – but also in terms of what they achieve – results.”
 For them, the focus should be on what employees do and achieve, not about what they are. I would qualify this by adding a need to also focus on what skills a person has, which is a separate consideration from whether they actually do these as part of their performance. We can extrapolate from this and apply it to training needs assessment: the objectives of journalism training ought to impact on skills and performance and their (qualified) link to results. 

A final point about needs analysis is the question of whose needs, and also, how these are related to wishes/desires? The extent to which trainees and their bosses agree on needs and wishes is important to establish because it impacts severely on the objectives of a training intervention and everything else that follows in the training cycle. In this way, needs analysis ultimately has a powerful ripple effect on the training design, the trainees, and subsequent impact assessment. Many trainers will identify with the experience of discovering that the expectations that trainees have from a given programme are vastly different to what their managers intended (and, typically, neglected to communicate). This is because objectives have not arisen from a proper needs analysis and determination of baseline data.

Learning about learning: 

The gateway to realising training objectives is through learning (formal, informal, experiential), so it is useful to focus upon what people can learn and how this relates to training objectives and impact assessment. 

We can distinguish the following types of learning:

● Affective (attitudes, values, beliefs) – how you feel; 

● Cognitive (concepts and principles; information; opinion;  knowledge sets; intellectual skills of categorising, researching, applying rules, solving problems) – i.e. how you think and what you have to think about;

● Behavioural (practical skills) – application of affective and cognitive learning in material actions that constitute performance – i.e, what you do.
 

The diagram that follows indicates the inter-effectiveness of these three types of learning. This is because, in practice, they are often bundled together, and even if there is an emphasis on one rather than the other, there are always ramifications for the remaining types. When a journalist learns improved interviewing skills, this may concentrate on the behavioural, but it has to include cognitive and affective learning as well. Progress in one sphere (eg. cognitive) can assist progress in the others (eg. affective and behavioural).
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Programme objectives should cover all these types of learning. The mechanics by which such learning occurs, following Bloom, cover the following:

● Knowledge & information – memorisation.

● Comprehension – understanding and ability to restate.

● Application – problem-solving based on the above.

● Analysis – breaking knowledge into parts and finding rules.

● Synthesis – creating original knowledge.

● Evaluation – judging the appropriateness.

Applied to learning, my earlier discussion of what defines productivity means that it can be said that efficiency is most relevant for the learning operations of information, memorisation and comprehension; effectiveness is operative in terms of analysis, synthesis, application, and evaluation. Put graphically:

	     Efficiency →

	  Information, Memorisation, Comprehension

	   Effectiveness →
	  Analysis, Synthesis, Application, Evaluation


Assessing the impact of learning can productively include assessing these aspects in relation to: 

● Cognitive objectives

● Affective objectives

● Behavioural objectives

Because our training of journalists is intended to be used in the workplace, behavioural objectives can be seen to cover both application (skills) during the course, and application as subsequent implementation on the job. To this end, we can add a training objective as being:  

● Application in meeting workplace job performance objectives.

These objectives are all relevant for a training strategy and therefore to assessing its impact. 

Why affective is effective:

Objectives need to be comprehensive. All too often, however, training sets out its objectives as purely cerebral. This not only leaves out behavioural application in the form of practical exercises that simulate application in the workplace; it also tends to ignore attitudes. To this extent, the common experience of trainees leaving a course with a rediscovered passion for journalism is effectively an unintended byproduct of the training. At best, it is the result of semi-conscious work, rather than by dint of deliberate and clearly-planned purpose. 

On the other hand, were this outcome to be elevated to a formal programme objective, it could be made even more powerful by being properly prepared for. It could also be assessed for its duration after a course. Such findings, in turn, might feed back into the programme to develop mechanisms to prolong the longevity of such attitudes. There might be special efforts to create an enduring community such as setting up a listserv. We might, as Laird suggests, have participants write inspirational postcards to each other that are sent out two months after the programme concludes, etc., etc.
 The efficacy of these stratagems, in turn, can be assessed. The main point of this illustration is that the character of the objectives is highly pertinent to the value of assessing training, and, in particular, that course objectives neglect the attitudinal to their detriment. 

There is more to say about why the “affective” is effective. Performance is a function of journalists’ ability and motivation. So, training that is designed to have positive effects on both can thereby raise performance.
 Critical to this is trainees’ relationship to the objectives of a course (knowledge of them, agreement or co-creation in regard to them, finding them to be of challenging quality, and experiencing satisfaction in progress towards meeting them). As the experts warn: don’t assume that trainees share trainers’ or managements’ understanding of the reasons or rewards for the training.
 

In planning and assessing for affective learning, it can be borne in mind that research shows a correlation between positive comments at the end of a program and actual improved performance on the job. On the other hand, while there is a tie between attitude and performance, attitudes also do not always predict behaviour.
 Motivation is thus a necessary, even if an insufficient, element in improving productivity. So how do you assess impact of this important factor? According to Milkovich and Glueck, “motivation cannot be measured. It can only be inferred from behavioural observation.”
 A different observation comes from Robinson and Robinson who recommend using closed question questionnaires to measure values and beliefs (the attitudinal bedrock of motivation).
 This can be via a Likert scale of strongly disagree to strongly agree responses to statements, or by asking individuals to rank preferences. Robinson and Robinson further recommend collecting baseline information on trainees’ values before the programme, immediately afterwards, plus a few months later so as to be able to reveal trends. 

The main point in all this is that if affective objectives are a key aspect of training, ways should – and can – be found to measure the impact of training via affective learning across the three phases of training.  

Hold the trimmings: 

In defining objectives comprehensively, we should balance this with Munson’s urging that we identify “critical success factors”.
 This helps enormously when it comes to evaluating because it helps us focus on measuring only the important results, which makes our data collection, storage and retrieval administratively simpler. The same principle applies to the analysis, communication and utilisation of our findings.
 At the same time, a focus on defining and then assessing the impact on key objectives should not blind us to important effects that were never part of the objectives. 

Doing definitions:

The way objectives are defined is the key to assessing how to train for them, and whether they have been met. Roche gives guidance in developing indicators that can assist in this definition, drawing on the well-known formula SMART.
 According to this, objectives should be:



This is similar to Warren’s list which says that good quality performance standards should:

● contain a task, activity or responsibility,

● include indicators,

● if quantitative, be able to be counted, 

● if qualitative, have a tangible output, 

● enable an independent 3rd party to evaluate, 

● have the trainees agree that the standard can be met,

● have their supervisor agree with the standard.

How the objectives are established, for whom they are important, and who agrees to them, are all vital matters. How we assess whether the have been achieved also raises the same issues. I return to this below in Section Six in the discussion of SPICED. 

This section has covered the significance of objectives in training and assessing the impact of training. It has shown how these need to be rooted in needs analysis and set against baseline data. Cognitive, behavioural and affective learning objectives have been discussed, as have ways to prioritise and define objectives. Training entails the combination of trainer, programme and trainee plus the latter’s environment. It is within this comprehensive context that training objectives need to be both defined and assessed. Before we tackle this issue, however, it is important to look more closely at what categories of impact can be identified – in particular, the four realms introduced earlier. 

 

7.  Defence of the realms. 

This section deals with:

● Reaction – a force to be reckoned with.

● Learning – the expanding universe.

● Application – use and endurance.

● Results and pay-off – dark side of the moon.

Following the identification of four realms of impact by Kirkpatrick (reaction, learning, application, results/pay-off),
 much of the literature in using (and adding to them), has retained his description of the four as “levels”. This terminology unfortunately may imply that some “levels” are “superficial” and others “deeper”. My characterisation of these impacts as “realms” avoids this. Instead, it connotes the sense that these are all equally unknown territories to be explored if the full map of impact assessment to be drawn. There is no hierarchy of importance amongst them. They can be represented as follows: 






As will be demonstrated later in this report, it would be mistaken to see these realms as related to each other in a linear or temporal sense. Much of the management literature erroneously presents realms as if they were a stages of a training cycle, along the lines of: reaction → learning →  application → results/pay-off. Instead, as I will show, every realm of impact has relevance at each of the three phases of training. 

One of the values of this model is that by distinguishing differences in where impact registers, it is possible to see how, within each phase of training, one realm can have an effect upon the other. This could be represented as follows:




For example, during a course, positive reaction may well have a positive influence on learning and application. In the post-course period, successful application – if the training intervention has been properly targeted – will likely impact favourably on results/pay-off. Successful application may also, however, have positive influence on the individual’s continued learning and on how she or he sees the training course in retrospect. Of course, converse examples with negative impact can also apply.

Although the four realms can strongly affect each other, they remain distinct categories of impact. Analysing each realm in turn is a rewarding task to which we can now turn. 

Reaction – a force to be reckoned with: 

Reaction impact is not synonymous with all attitudinal impact, and it is distinct from affective learning. Instead, reaction refers to the impact that a programme has on attitudes towards that programme. This is distinct from training’s impact on attitudes more broadly, which is properly located within the realm of learning impact. The state of the trainee’s “heart” therefore is relevant to both attitudes about the training programme (reaction impact) and attitudes about work-related matters that have been changed or maintained by the programme (learning impact). Good trainers (like you of course!) will be interested in impact on attitudes in both realms. For now the focus is on the value of reaction to training as such?

The data gained on reaction is sometimes sarcastically referred to as “love letters”
 or as Kirkpatrick styled it, a “customer satisfaction index”.
 As noted earlier, reactions give little information about effectiveness. But they do give one of the necessary preconditions in the sense for example that negative feedback from a course is unlikely to be followed by positive results in application. Reaction data can also provide important feedback that enables a trainer to reconfigure a programme, especially when put alongside impact data about actual learning and workplace implementation. To this end, evaluating reaction does not have to be only at the end of a course. In fact, daily feedback is advised. Thus, daily reaction evaluations register the impact of the pace, the materials, the group and the trainer on how trainees are experiencing the course.
 Evaluating reaction does not have to be done via the typical questionnaire form. Phillips notes the options of interviews and of focus groups immediately after the intervention.

Reaction impact also does not end with the termination of a training course. A participant’s feelings towards the programme may change when he or she is back in the workplace – positively or negatively. This has implications for implementation, and for any reinforcement or follow-up training. So reaction impact can thus continue to be profitably assessed even in the post-training phase.  

Reaction can also be usefully evaluated even before a programme: participants’ attitudes to going on a course may be affected by things like:

● the motivation of management in sending them, 

● the reputation of the specific trainer,

● past experience of training.

Such data are all important information.  They tell us about impact long before a specific training exercise commences, and may have significant predictive potential. 

Assessing reaction can be refined through asking trainees to distinguish between their reaction attitudes towards the relevance of the programme item and its delivery success. Thus Friedman and Yarbrough suggest asking for comments on how important the item was, and how satisfied the trainee was in relation to delivery on it. This assessment relates reaction to needs analysis by providing pointers to how appropriately course design and objectives reflected this analysis, and even how accurately the original exercise was done

What all this shows is that assessing impact in terms of reaction is relevant at all phases of training, and that it can be done by using various techniques and making various distinctions.

Learning – an expanding universe:

Many training programmes for working journalists do not go beyond assessing reaction to a course. But, as Phillips notes: “Without measuring learning, it is impossible to know what may be wrong should there be an implementation problem later.”

The task here is to measure identified competencies, and to see if it was the training that made a difference between the situation before and after the course.
 This often entails some kind of testing, whether formally or informally, implicitly or explicitly. Testing can cover all fields: cognitive (information/knowledge, etc.), affective (attitudes, feelings, emotions) and behavioural (application, skills, techniques). However, to go beyond the theory into simulation and implementation of behaviour is to shift into the next realm (application) as discussed below. Tests can be essays, short answer questions, binary quizzes, multiple choice, etc. However, not all assessment of learning needs to be by testing. Structured observation or even self-reporting by a trainee can yield valuable data on learning. 

Finding out the impact of training on learning does not have to be only at the culmination of a course. It is often important to evaluate this during a programme. One way that learning can be assessed during a course is that at the end of each training segment, trainees be given 10 minutes to write down the highlights and to prioritise these. This form of revision helps consolidate learning, and the trainer can use it to evaluate what is – and what isn’t – being absorbed.

It is the case that quite a lot of learning is within the participant, and not easily observable. This applies especially to learning about values like collaborative working and a sense of ownership, and to mental skills of analysis, decision-making and problem-solving.
 The solution is to test for outcomes that are as specific and graphic as possible. For example, rather than probing generally whether the trainee will be able to make an ethically informed decision, the following kind of concrete statement could be tested: “Can the trainee journalist make ethical decisions about when to reveal the identity of a source, by means of reference to: the needs of the person, the public interest, the values of the organisation and the laws and regulatory codes that are applicable?”
 Trainees can also be asked to spell out the thought process they have used, and this can be compared to what was taught. 

The realm of impact on learning can be assessed even before a programme. What prior impact has life and learning had upon the learning styles and what knowledges, skills, attitudes and practices that trainees bring to the course? If you assume that participants enter programmes as empty vessels, this is not a relevant thing to assess. However, if your view is that they bring cognitive, affective and behavioural resources that can assist in peer-to-peer learning (and peer-to-trainer learning!), the relevance is readily apparent. 

In similar vein, if you assume that learning stops with the completion of a course, you won’t go looking for learning impact in the post-course phase, unless it is to see how much learning is retained. On the other hand, if you are alive to continuing changes or developments in learning after a programme, this is an impact worth investigation. 

Application – the use of learning:

Assessment of application should cover the putting into practice of cognitive and affective learning in behavioural activities.

This realm of impact is typically at the post-training phase and it covers on-the-job evaluation, i.e. evaluating how a trainee puts learning into practice. But what has impacted on application in a pre-course phase is also relevant. Needs assessment can profitably examine the status quo of application impact (and its history) well ahead of training. 

Application can – and should – also be assessed even during a course in the form of simulated or hypothetical implementation. Evaluating here means evaluating how well application during the course has gone. The means testing for judgement, timing, tact, etc., through simulations and roleplays during the course.
 The results of such research, added to the data about actual implementation, might mean re-designing a programme to include, for example, more practice or revision, or a decision to distribute these activities across the programme or to concentrate them more intensely, etc. There are many other implications as well.

To give an example of assessing application during the training phase, trainees could practice, and be assessed for, their practical skills of news coaching during a course. The difference between assessing impact on application during a course, and learning during a course, is that the latter tests if you have learnt the behaviour (you know the theory of coaching), and the former tests your use of the behaviour as if you were at the workplace (the simulation). 

These measurements during a course are distinct from assessing application and learning in the post-training phase. In this subsequent period, real implementation on the job is measured, and fresh impact on the trainee’s learning can also be tested. To use the coaching example, the journalists would thus be assessed as to their actual use of coaching in the newsroom, plus the impact of this experience on their cognitive understanding of the practice could also be examined. 

Brinkerhoff suggests seven useful guiding questions for investigating post-training application:
 

● Who is using the training?

● What aspects are being used?

● How are they being used?

● When, where, how often are they being used?

● How else is the training being used?

● How well is it being used?

● How do trainees know if they are using it properly?

Robinson and Robinson suggest the following questions that we can add to the list:
 

● What is NOT being used and why?

● How does the training “transfer” compare to other groups? 

I would add further questions: 

● How is post-course application in the workplace affected by the impact there was on (simulated) application during the course? 

● Has the training been modified, augmented or improved? And why?

● How does application impact affect impact in the realms of reaction, learning and results/pay-off?

Phillips helpfully suggests focusing only on the key skills, and probing both the barriers and the enablers to implementation.
 We can inform our evaluating here by assessing the state of play about known barriers to new skills “transfer”:
 

Learners:

i. don’t see pay-off for using skills

ii. don’t have confidence

iii. don’t know when using skills effectively

iv. fail when using skills

v. disagree with values of programme

vi. have no immediate application for the learning.

Managers:

i. Do not reinforce learners’ use of skills

ii. Are not positive role models

iii. Don’t coach learners in use of skills.

Organisation:

i. Task interference: a lack of time, physical, procedures, policies, lack of authority – all inhibit. 

ii. Lack of feedback to learners about impact on organisation.

iii. Negative balance of consequences. 

These are all factors to look for when assessing impact in the post-course phase. A further enrichment comes from Roche who uses guidelines summarised under the acronym SPICED to develop indicators.
 These can be used as criteria for other points to consider when measuring implementation impact (as well as impact in the realm of results/pay-off). Accordingly, your indicators should be: 

● Subjective – including anecdotes from informants

● Participatory – involving stakeholders in defining indicators

● Empowering – likely to produce reflection

● Cross-checked – using a variety of informants and methods

● Interpreted – explained for non-familiar audiences 

● Diverse – involving women and minorities. 

There are many techniques for researching application impact. During a course, this can be through observation or even formal testing with simulated tasks. After a course, one might follow Phillips who suggests choosing from interviews, focus groups, observation and questionnaires. 
 For observation, a schedule of observations needs to be prepared, and the observers need to be prepared. Critical incidents can also be used – these test for very effective and very ineffective behaviour. 

Using questionnaires to evaluate application in the form of workplace implementation is one of the most common techniques. Anonymous data here will usually produce more candid feedback than if names are required on the questionnaire.
 If using the questionnaire, Phillips suggests questions that include probing the environment of implementation, such as:


One of the key tools for evaluating application on the job (i.e. implementation) is the assessment of practice in relation to an action plan developed during the training. The more specific the plan, the easier to assess and analyse its implementation. At the front end, therefore, the plan needs to have certain characteristics. Because the plan is so important for assessing the impact of training, I include a wealth of tips about its form, process and utility in impact assessment in Appendix A. It’s best to read it now. 

Results and payoff – dark side of the moon:

The least evaluated of all realms is the zone of impact on the organisation – financial impact and other. An example of the latter would be impact on trainee self-concept.
 Many of the issues and factors in evaluating implementation apply equally to measuring the consequences of implementation. Indeed, both realms of impact can be measured in the same operation, but it helps to be clear on the distinction between them. Certainly, it is quite possible to measure trainees’ implementation and neglect to look at the actual pay-off (financial and other) to the individual, the organisation, the media environment or the society. How are results/pay-off assessed? 

Of course, not all results constitute “pay-off”, whether the latter is defined financially or otherwise. The NSJ’s training impact (as discussed earlier) includes developing a regional solidarity amongst journalists in southern Africa is an example of such an outcome. There will often be other byproducts, and trainers need to keep eyes and ears open for these and to follow up by assessing their origins, magnitude, etc. in a more systematic way. 

Not all pay-off results are financial. For example, better quality or more ethical journalism may not change the balance sheet, but still be a major positive result of training. Such an outcome is a good in itself. 

Notwithstanding the important distinctions within results/pay-off, it is the case that a lot of interest exists in the financial returns on training. The basic formula here is to weigh costs against benefits. 

Brinkerhoff suggests the following questions be asked:

● what benefits have resulted?

● what is the value of each in monetary or other terms?

● how do the values compare to the costs?

● to what extent is the initial need or problem resolved?

Robinson and Robinson suggest that assessment of the training costs cover:
 

● Direct costs.

● Indirect costs (eg. absence from workplace).

● Development costs.

● Overhead costs.

● Compensation.

Further complexity comes into the picture. Some non-financial results may have financial value, and how this is measured is a pre-requisite for how they are weighed in terms of cost-benefits. Phillips specifies “hard data” items: the output, time, quality, and cost, and “soft data” like customer satisfaction, work climate, work habits, absenteeism. He further suggests that participants be asked to estimate the monetary value of improvements resulting from implementation, and that they try to isolate the effects of the training. To establish a confidence level, participants can be asked to give a percentage rating to their judgements. 

Those who do not respond at all to queries about results/pay-off, Phillips argues, should be taken as having zero improvement to report. Extreme data or unsupported claims should be dropped. His conservative approach is claimed to add credibility to the estimation process.

Examples of hard data are as follows:

● Output: Units produced; Items sold; Tasks completed; Productivity.

● Time: Equipment downtime; Overtime; Delay time; Time to complete a project; Training time; Supervisory time; Efficiency; Lateness; Lost days.

● Costs: Unit costs; Budget variances; Accident costs; Administrative costs; Penalties/fines; Operating costs; Overhead.
● Quality: Rejects; Error rates; Shortages; Defects; Public complaints; Percentage of tasks completed properly.
Examples of “soft data” are:

● Work habits: Absenteeism; Tardiness; Communication breakdowns; Excessive breaks.

● Customer Service: Customer complaints; Customer satisfaction; Customer retention; Lost customers.
● Work climate/satisfaction: Number of grievances; Job satisfaction; Organisational commitment; Employee turnover.

● Employee development: Number of promotions; Number of pay increases; Number of training programmes attended; Performance appraisal ratings; Increases in job effectiveness; Initiative/innovation; Setting goals and objectives; New products/services developed.

These are not all immediately applicable to journalism, but with some creative application a number of indicators can be developed as appropriate to your needs. Once again, it is important to remain open to important unanticipated results that are not covered by any of these kinds of categories.

Earlier, I criticised the management literature for confining the realms of reaction and learning impact to the actual operation of training, and for restricting application impact plus results/pay-off to the post-period. My argument is that – as with other impact realms – one can examine results/pay-off impact at all phases. Here’s how:

	  Pre-training: 
	● anticipating results/pay-off impact (by the trainer or trainees),



	
	● establishing the results/pay-off impact that earlier training cycles have had.



	During training
	● impact on results/pay-off of absence of trainees from workplace,



	
	● impact of cost of training on organisation.




Marrying realms and phases:

The preceding subsections have argued that the four realms of impact are operative at all the three phases of training. Visually, this can be represented as follows:

	 PHASE


	Pre-training
	During training
	Post-training

	 IMPACT
	Reaction 
	Reaction 
	Reaction 

	
	Learning
	Learning
	Learning

	
	Application
	Application
	Application 

(i.e. implementation)

	
	Results & pay-off 
	Results & pay-off 
	Results & pay-off 


This is not to suggest that everything is equally important. It is the case that a training course is intended primarily to impact in the post-training phase and in the realms of application (i.e. implementation) and results/pay-off. My point is that it is important not to ignore the value of assessing impact in a holistic way, even if priority focus is given to certain issues at certain phases of training. Too narrow a focus will not provide the information needed to establish exactly what phases and realms have led to what post-course application results/pay-off. 

What the diagram on the next page shows is the way that realms may affect each other at different stages of the training cycle. Three examples are also given to help illustrate the relationships. 

● Reaction pre-training may well have repercussions on reaction during training and even on reaction post-training. 

● That early reaction may also be key to impacting on learning during training, which in turn can impact in one way or another on application after training.

● Of course, it should not be forgotten that within each phase, the various realms may impact upon each other. 

                                    DURING TRAINING


PRE-TRAINING





           POST-TRAINING



The challenge of impact assessment then is to pinpoint what specific mix of impacts register at each phase (and why), and how these – separately and together – tie up to those at the other phases. To track this is to gain wisdom about how to supercharge your journalism training. To try to look at every relationship is probably impossible – as evident from the complexity in the next diagram. The solution is (referring back to the point about valuation and prioritisation) to identify the key relationships around which you can develop a strategy that will help you assess the most important. 

                                    DURING TRAINING





PRE-TRAINING



                        POST-TRAINING






8. Evaluating: developing a strategy 

This section deals with:

● Scales – the weight you want.

● You want it when?

● Ten tips.

Scales – the weight you want: 

Many training courses evaluate by means of only a questionnaire administered at the conclusion of the course. In some cases, trainers will also attempt to follow up some months later with another questionnaire or a request for a report in order to gather data from trainees who are assumed to be implementing the training. But all too often in the post-training phase, as Laird writes, “the returns are distressingly low.”

NSJ data show a return rate of 29% from questionnaires sent out to trainees following 14 different courses. Paul Pohlman from the Poynter Institute estimates a return of 10% response at his institution to requests to send reports on implementation of personal plans. In both cases, a limitation is that the few trainees who do respond might well be those with more favourable results to report. There is thus a potential bias inherent in voluntary responses. 

The point is that if we trainers believe in the value of more comprehensive data about post-course impact, then we need to devise a strategy to get it. The answer here is to produce a system with a variable scale that offers different options depending on your resources and interests at a particular time. For example, if the most basic level is sending out a postal questionnaire to trainees six months after the end of a course, this simple activity can be scaled up as follows, depending on your capacity and interest:






Phillips suggests doing evaluation as follows:

● 100% of all programmes at reaction to training

● 70% of all programmes in terms of learning from training

● 50% of all programmes in terms of application of training

● 10% of all programmes in terms of results/pay-off from training.

This can be represented as follows: 

	 PHASE


	Pre-training
	During training
	Post-training

	 IMPACT
	Reaction 
	Reaction  100%
	Reaction 

	
	Learning
	Learning  70%
	Learning

	
	Application
	Application
	Application  50%

(i.e. implementation)

	
	Results & pay-off 
	Results & pay-off 
	Results & pay-off  10%


This scale may still be too ambitious for many trainers. There seems to be no reason why a smaller-scale or perhaps more diverse one would not work. The main thing is, as Bernthal suggests: “Don’t just do an evaluation: establish an evaluation program.”

You want it when?

In designing such a programme, a key consideration after “how often” to evaluate is “when?” There are several opinions among the experts, the last two of which seem to be most convincing:
 


Ten tips:

Whatever one opts for, there is some useful advice from Phillips about making a system manageable.
 He recommends it should be: 

i. simple

ii. economical

iii. credible 

iv. theoretically sound

v. account for other factors (outside of training)

vi. appropriate for a variety of projects

vii. flexible regarding time frames

viii. cover all types of data

ix. include its own costs.

Phillips also recommends that a data collection plan should indicate  types, methods, sources, timing and responsibility.  In addition, an evaluation strategy also needs a data analysis plan, as well as (see Section 9 here) a plan to communicate the results.

Who conducts or drives the evaluation is another variable that needs to be defined. Following Roche’s advice, it seems advisable to integrate trainees deeply into the endeavour. In this way, a self-correcting process can be set up, where trainees have been trained to do their own self-evaluation after the end of the course – eg. by measuring against a checklist.
 The importance of this question of “who” merits particular attention, as follows in the next section. 


9. Partnerships

This section deals with:

● Big brother – the trainee’s organisation.

● Supervisors and Survivors.

● Contemplation island – engaging partners.

Big brother – the trainee’s organisation:

The definition of training provided in Section Two described the activity as an effort by an organisation. This stress needs to be fully apprised by trainers pursuing impact assessment. It is in this light that Lynton and Pareek warn against assuming that:

● training automatically leads to action, and 

● teaching and learning are related like cause and effect.

This is because the capacity of the learners is a factor, but even more is the institution within which they operate. Lynton and Pareek convincingly criticise the notion that training is the responsibility of the trainer and that it starts and ends with a programme. Instead, they argue, training should be seen as the responsibility of the participant’s organisation, the participant and the trainer. Ideally, it looks like this:





Lynton and Pareek back up their views with the remark that “putting an individual’s skill to use depends on a number of people and often on additional resources.” Thus, for them, the lesson is: “Training should commence with a set of organizational questions. …  Instead of asking what X or Y needs to learn in order to carry out a new activity, the first training question should be addressed to all involved in the projected change.” The triple partnership of participants, trainer and the work organisation is essential for success. And “just as the strength of a chain is determined by its weakest link, so the least contribution from any one partner becomes the maximum overall level of effectiveness possible.”

The importance of this emphasis is corroborated by other writers:
 


In short, the organisation as Big Brother (though not in the television series or in the Orwellian sense) is central to the impact of training.

Supervisors and Survivors:

In similar vein to the writers cited above, but zooming in on the actors, Garavaglia surveys the areas most needing improvement for an effective climate of “transfer”, and recommends that:

● Training objectives be discussed between trainee and supervisor before the course;

● After the course, the two should discuss progress towards achieving the objectives;

The same theme is evident in techniques recommended by Milkovich and Glueck for overcoming resistance back at the workplace:
 

● Creating positive expectations on part of trainee’s supervisor;

● Creating opportunities to implement new behaviour on the job;

● Ensure that the behavior is reinforced when it occurs;

● Commitment from top management to the training.

Impact assessment can profitably probe the presence or absence of these factors in trying to understand what happens in the post-training phase. In this regard, the following suggestions are of interest: 

● Laird suggests that the supervisors be asked to give the follow-up evaluation forms to the trainees, as the latter then take it more seriously. This communicates that the training had a purpose, and there should ideally be internal discussion about it. Alternatively, the supervisor could be sent a copy as well, asking for his or her comments on the training results.
 

● Munson suggests that a certificate be made to depend not only on post-course assignments, but also an assessment by the participant’s supervisor. But the warning that follows this proposal is that relying on the participants to get their own superiors involved does not work.

Contemplation island – engaging partners:

Maximising impact – and assessing it – by taking cognisance of the partnership of trainer, trainee and organisation, is the spirit of the following practices and proposals. 

● Ahead of its leadership seminar programmes, the Poynter Institute asks participants to circulate a questionnaire to a supervisor, a peer and two people who report to the individual concerned. The questions cover what the person’s strengths are in several areas, and also where growth would be beneficial. A cover letter from Poynter to those being surveyed in this “360 degree” exercise reads: “Your colleague has chosen you to give this feedback by answering the questionnaire items with care and candor.” It explains that the completed document should be sent back to Poynter where it will be given to the trainee and help contribute to that individual’s personal development plan. 

Poynter adds that the information is also used in the seminar preparation, hence “we ask that you complete and return it to Poynter in the stamped, self-addressed envelope within 48 hours of receiving it.” While the survey is primarily meant to be benefit to the trainees, it helps the trainers’ planning and course design. Poynter advises the trainees to read the feedback “with an open mind and thick skin”, and the Institute includes the punchline: “Don’t get hurt; get motivated.” Trainees are further advised that positive comments are not simply compliments, but foundations for tackling other challenges. 

● The NSJ survey found that there was a communication gap between the trainees interviewed and their managers. The solution recommended was that trainees secure a debriefing by a manager after the course, and that an account of this be included with their self-compiled progress report due to be returned to the NSJ three months after returning to their jobs. The progress report should include details of report-backs to colleagues as well. Similarly, it was suggested that course leaders explicitly encourage trainees to circulate course materials to newsroom peers. 

● A further suggestion from Milkovich and Glueck is that where possible trainees should be paired with each other to reinforce the post-training performance.
 

These practices and proposals all probably contribute much to the impact of training and indeed can be assessed accordingly. 

Finally, considering that at the heart of training are the trainees themselves, thought should be given to seeing them as central to the evaluation of impact. Here’s a radical proposal:  on each course, ask the trainees themselves to help devise and implement an impact assessment system. Enlisting their involvement makes sense not only for their buy-in and success as stakeholders. It removes the sole onus for evaluation from the shoulders of you, the (overworked) trainer. It allows for more data to be gathered without increasing the costs of the training venture. 

All these suggestions and systems seem to be valuable. Just how valuable would depend on assessing their impact in relation to each other, and to training that does not encompass such mechanisms. 



10. Conclusion

This section covers:

● Rust-resistant training.

● Show-tell-use.

● Reflect.

● Summing up. 

Rust-resistant training:

Here is what the experts have to say:


These points underline the value of seeing training in comprehensive terms, and of evaluating accordingly. Another writer with valuable comments is Spitzer who recommends that trainers use the following techniques to prevent “training entropy”:

● Personal action plan,

● Group action planning,

● Multi-phase programme,

● Buddy system,

● Performance aids,

● Recognition systems,

● Training trainees to be trainers,

● Contracting (trainee signs),

● Access to resources,

● Follow up questionnaires,

● Follow up contacts,

● Follow up sessions. 

These are all useful tips, and even more useful if accompanied by an evaluation exercise to assess their impact. Spitzer’s point about training trainees to be trainers (and especially if one assesses this) is highly significant. Just as a trainer is always learning, so programmes can encourage lasting impact by encouraging workplace teaching by the trainee – whether through the individual presenting summaries, “brown bag” luncheon sessions, etc. It is well known that the best way to learn is to teach. This entails a partnership with the organisation, and it entails ongoing evaluation of impact and use of the findings to increase impact even more. 

What such assessment might suggest, and what in turn should be further assessed, are the steps needed to nurture a culture of learning. These could be via formal distance education, refresher courses, invitations to other seminars and courses, using a website/newsletter that delivers not only training news-value but also “use”-value, etc., etc. 

Show, tell, use:

Designing an impact assessment strategy has to keep in mind the questions of for whom it is and why. The stakeholders and participants need to be defined. It follows that the strategy ought not to neglect the communication plan, which should cover communicating the rationale for the exercise even before it begins, as well as ensuring that the results get out. In disseminating your findings, the experts recommend distinguishing:

● Short and longterm recommendations arising from the impact assessment. 

● Recommendations for different stakeholders. 

● Primary and secondary recommendations.

Communicating findings should be done promptly to appropriate audiences, and the following steps are recommended by Phillips: 
 






As an example of remembering to communicate with all stakeholders, we should take to heart Phillips’ suggestion of sending a copy of the composited results to the participants themselves.
 One reason for this is that communication is partly about the role of feedback in reinforcing training. According to Hall and Goodale, training is most effective when feedback has the characteristics below: 


[image: image6.wmf]
Communicating impact assessment findings to participants constitutes a critical part of such feedback. In this way, the impact assessment exercise can itself have a powerful impact. 

Reflect:

Naturally, using the findings of impact evaluation are of special relevance to the trainer as stakeholder. The onus on you, qua trainer, is to see how impact assessment can influence:

● Your programme form, length, structure, style.

● Numbers of trainees (whether to concentrate on fewer with more depth, or more with less depth).

● The selection process for participants.

● The site of training.

● The frequency of the training.

● Follow-up issues.

● Certification issues.

● Training faculty you may use.

● Relationship to management and the rest of the media organisation.

● At heart, your philosophy of education and training. 

To reflect on an impact assessment is not enough, however. The design of an evaluation strategy should include an evaluation of its own impact. Brinkerhoff suggests the following: 








These are clearly important questions for a trainer to answer. 

Summing up:

If you have reached this point after reading the entire document, you will have covered the importance of evaluating impact and the contextual connections of the exercise. You’ll be familiar with the axis of phases in a training cycle, and with the axis of four realms of impact (reaction, learning, application, results/pay-off).  Also dealt with will have been the business of evaluating for specific objectives and the way that this depends on how these are defined in the first instance – and in turn how that depends on a successful needs analysis.  Finally, you will have read about developing a strategy for evaluating impact in the context of partnerships and communication. 

Congratulations. You are now an expert in the complexities of impact assessment, and hopefully you’re about to go further and revise or design a system that you then implement. Then it’s time for application after which you will no doubt use the findings to full effect and end up by evaluating your impact evaluation. 

But you will still have one more task to do. This is then to publicise your experience and help build a body of impact assessment knowledge to ensure that our training produces the world’s best-ever journalists. We sure need them. And we need to know what helps produce them. 

Appendix A: Action Plans

The use of personal action plans seems to derive from the US Government Office of Personnel Management. They are commonly found in both performance appraisal and training. For the purposes of impact assessment, they can serve as a valuable benchmark. Simply put, such plans require a three phase pattern: develop the plan, monitor the progress, and review the performance. Phillips breaks this down into five steps, starting before training actually commences:






The plan should list the intended actions and responsibilities, then the expected level of performance of these, and remember to establish priorities in all this.
 In other words, the plan predicts impact and how to realise it. Drawing from the US government protocols, plans should use action verbs that demonstrate purpose, eg:

	Intellectual skill:
	Tell, learn, solve, apply, classify, demonstrate (eg. a new system), generate (a new budget), analyse, evaluate, derive



	Practical skill:


	Execute, make, repair, replace, operate



	Attitude:


	Choose, allow, defend, endorse, co-operate, help, accept, agree.




From the vantage point of training, such plans should be related to  the course objectives, covering the whole range (cognitive, affective, behavioural) and including actual application on the job. The implication of this is that at the outset, trainees should have been canvassed as to their expectations for the course. There should have been negotiation about the anticipated outcomes, and about the relevance of these to intended implementation.  

The Poynter Institute’s practice is to set up the goal of plans at the start of a course, and then have trainees create the plans on the last day of the course. Besides for recommending that goals be specific, the Institute advises its trainees to:


These are also aspects that can – and ought to – be assessed when it comes to looking at impact of training on workplace implementation. (Note how it includes an affective element – celebrating implementation. 

From Phillips comes the tip that participants should receive a separate notebook at the start of a course, and that they should be given time to record points for developing their plan right from day one.
  He also suggests that a trainer sign off the plan, so that the document taken away by the trainee has taken an outside opinion into account. Presentation of his or her plan by the individual to the group as a whole can help secure that person’s commitment and ownership. A performance contract can even be considered, where the participant and his/her manager agree on goals and discuss the results flowing out of the plan. The reporting mechanism for the plan (eg. a questionnaire to be completed after three months, or individuals being required to compile a self-assessment report by a certain date) needs to be clearly explained to the trainees. 

For a plan to serve as an impact assessment tool, it is important that data collected about its implementation cover successes, failures, changes and surprises. Such a report serves a dual purpose which can be shared with the trainees: it will help them understand how better to implement their training, and it will help you, the trainer, improve the training for future generations. Finally, it can be noted that while assessments about how plans are being implemented is useful for gauging impact, there are likely to be other impacts that were never planned for. A method is needed to spot and assess them as well.

Appendix B: Personal Impact Assessment strategies.

ASSESSMENT STRATEGY: For NSJ three week courses: 

Client: primarily Rhodes University trainers. 

Scope: individuals and newsrooms.

	 PHASE


	Pre-training
	During training
	Post-training

	 IMPACT
	 
	Reaction  *
	 

	
	Learning  **
	Learning ** 
	Learning *

	
	Application *
	Application * 
	Application  ***

(i.e. implementation)

	When
	6 weeks prior
	Formative (daily and weekly) and Summative (at end)
	3 months
	6 months
	1 yr

	How
	Survey qtnairre
	Tests & focus groups & questionnaire
	Report on plan
	Qtnairre
	Qtnairre

	Why
	To help plan course & refine objectives
	Modify course on the fly
	Assess impact for:

- lessons for next generation

-trouble-shoot

- Identify successes, surprises, additional learning

	Assess impact for:

Reinforce-ment strategies


	Assess impact against baseline objectives

	Time
	2 days
	1hr a day x 15 = 2 days
	3 days
	5 days
	4 days


Each course takes another 14 days, or two weeks work on top of the course. Thus total course time takes:

2 weeks ahead of course, 3 weeks during course, 1 week post-admin

2 weeks impact follow-up

Total: 8 weeks work per each 3 week course. 

This needs to be factored into the costs.

ASSESSMENT STRATEGY: For NSJ two x ten days courses: 

Client: primarily RU trainers. 

Scope: individuals and newsrooms.

	 PHASE


	Pre-training
	During training
	Post-training

	 IMPACT
	 
	Reaction  *
	 

	
	Learning  **
	Learning ** 
	Learning *

	
	Application *
	Application * 
	Application  ***

(i.e. implementation)

	When
	6 weeks prior
	Formative (daily and weekly) and Summative (at end)
	3 months

(before return for 2nd module)
	6 months (about 3 months after 2nd module)
	1 yr (about 6 months after 2nd module)

	How
	Survey qtnairre
	Tests & focus groups & questionnaire
	Report on plan
	Report on 2nd plan 
	Qtnairre

	Why
	To help plan course & refine objectives
	Modify course on the fly
	Assess impact for:

- lessons for next generation

-trouble-shoot

- Identify successes, surprises, additional learning

	Assess impact for:

Reinforce-ment strategies


	Assess impact against baseline objectives

	Time
	2 days
	1hr a day x 15 = 2 days
	3 days
	5 days
	4 days


Each course takes another 14 days, or two weeks work on top of the course. Thus total course time takes:

2 weeks ahead of course, 2 weeks during course, 2 weeks post-admin

2 weeks impact follow-up

Total: 8 weeks work per each 3 week course. 

This needs to be factored into the costs.

ASSESSMENT STRATEGY: SABC courses: 2002

Client: SABC training and news depts.

Scope: individuals and newsrooms. 

	 PHASE


	Pre-training
	During training
	Post-training

	 IMPACT
	 
	Reaction  *
	 

	
	Learning  **
	Learning ** 
	Learning *

	
	Application *
	Application * 
	Application  ***

(i.e. implementation)

	
	
	
	Results/pay-off **

	When
	6 weeks prior
	Daily and weekly and      at end
	3 months
	6 months
	1 yr

	How
	Survey qtnairre
	Tests & questionnaire
	Report on plan
	Intviews
	Qtnairre

	Why
	To help plan course & refine objectives
	Modify course on the fly
	Assess impact for:

- lessons for next generation

-trouble-shoot

- Identify successes

- early pay-off


	Assess impact for:

Reinforce-ment strategies


	Assess impact against baseline objectives for results and final pay-off

	Time
	2 days
	1hr a day x 15 = 2 days
	3 days
	7 days
	7 days


Each course takes another 19 days, or almost three weeks work on top of the course. Thus total course time takes:

2 weeks ahead of course, 3 weeks during course, 1 week post-admin

3 weeks impact follow-up

Total: 9 weeks work per each 3 week course.

General strategy:

In doing impact assessment, the following needs to be done by Rhodes Journalism:

1. Baseline needs to be established, and trend analysis predicted if relevant. To do this, a needs assessment is required – covering all realms of impact. 

2. In defining training objectives in the light of the above:

i. What do trainees value and prioritise?

a. Get them to set 3 –6 goals, and 10-15 questions

b. Alert them to the production of an action plan for implementation after the course.

c. Get them to enlist perspectives from colleagues on themselves.

ii. Assess trainees’ pre-reaction to training. 

iii. What do their bosses value and prioritise?

iv. What do I value and prioritise?

v. Ensure there are affective, cognitive, behavioural objectives.

vi. Is there a control group that can be used?

vii. Is there performance appraisal data available?

viii. Locate objectives in relation to Tertiary Outcomes-Based-Educational systems. 

ix. Ensure objectives are: 


And 

● contain a task, activity or responsibility,

● include indicators,

● if quantitative, be able to be counted, 

● if qualitative, have a tangible output, 

● enable an independent 3rd party to evaluate, 

● have the trainees agree that the standard can be met,

● have their supervisor agree with the standard.

3. Evaluating impact during a course should:

i. Include assessing learning and application.

4. Evaluating impact in the post-period should take account of:

i. Mix of education and training.

ii. Cognitive, affective, behavioural objectives.

iii. Other factors that might have contributed to positive or negative impact.

iv. The report on the plan should include how trainee communicated and did further training in the workplace. 

v. Enlisting trainees in systems and implementation of impact assessment, including a report on how they applied the plan.

vi. Probing for unexpected outcomes.

vii. Getting supervisors to complement trainee assessments. 

viii. Assessing buddy system if used. 

ix. Asking the following questions:

● Who is using the training?

● What aspects are being used?

● How are they being used?

● When, where, how often are they being used?

● How else is the training being used?

● How well is it being used?

● How do trainees know if they are using it properly?

● What is NOT being used and why?

● How does the training “transfer” compare to other groups? 

● How is post-course application in the workplace affected by the impact there was on (simulated) application during the course? 

● Has the training been modified, augmented or improved? And why?

● How does application impact affect impact in the realms of reaction, learning and results/pay-off?

Also assess whether: 

    Learners:

a. see pay-off for using skills

b. have confidence

c. know when using skills effectively

d. succeed when using skills

Managers:

E. Reinforce learners’ use of skills

F. Are positive role models

G. Coach learners in use of skills.

Organisation:

a. Task interference: a lack of time, physical, procedures, policies, lack of authority – all inhibit. 

b. Lack of feedback to learners about impact on organisation.

c.  Provides a negative balance of consequences.

Be careful in post-course assessment to check that things assessed include: 

● Subjective – including anecdotes from informants

● Participatory – involving stakeholders in defining indicators

● Empowering – likely to produce reflection

● Cross-checked – using a variety of informants and methods

● Interpreted – explained for non-familiar audiences 

    ● Diverse – involving women and minorities.

x. Communicating the results to stakeholders – trainers, trainees, bosses. 

xi. Evaluating the evaluation exercise.
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► Summary of key points: 


● Training incorporates education and it aims to raise productivity.


● Training should produce some evidence of impact, or not be undertaken.


● Failing to assess impact conceals what works and what doesn’t, and what surprise outcomes may result.


● Finding out about impact has implications for programme design, workplace environment and trainee selection.





● Even low visibility “maintenance” impact needs to be tracked and shown.








● “Research, observation of training professionals, and testimony from many managers show that most current training efforts do not result in significant transfer of new skills and knowledge to the job.”


● “There is no doubt that the issue of what learning is transferred to the job is a most perplexing one for every single training program.” 


● “It is a rare program that sees transfer to the workplace in exactly the manner intended. More typically, some trainees will end up using some of the training in unexpected ways.”





Job





Organisation





Training





Individual





“Training is a planned effort by an organization to facilitate the learning of job-related knowledge and skills by its employees to improve employee performance and (thereby) to further organizational goals.” (my italics and insertion)





Impact assessment








Performance appraisals








●Performance  criteria    ●Rewards    ●Action plans








► Summary of key points: 


● Your philosophy of training affects your view of impact assessment.


● Systems of certification and lifelong learning can feed into impact assessment and vice versa. 


● Performance appraisals and impact assessment have commonalities that     can be fertile or hazardous. 


● Exercise caution in borrowing methods from impact assessment elsewhere.


● Social science research methodology has value for impact assessment.








“Impact assessment is the systematic analysis of the lasting or significant changes – positive or negative, intended or not – in people’s lives brought about by a given action or series of actions.”
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► Summary of key points: 


● Impact assessment is an all-too-human science.


● Different stakeholders are interested in different impacts: clarify yours. 


● Evaluation is the means to assess impact.


● There are five angles to evaluation: phases, spans, areas, scopes, techniques. Take account of them all. 


● To isolate training as a cause is best done against a baseline, trend analysis,   or with control groups.


● Tracking evaluation at all stages is essential.








● Preparation for training programme





● Operation of programme





● Post programme





Results/p-o ● Application ●   Learning ●      Reaction ●





 


    











● Input overload in course 





= assimilation problems 


→ (training evapourates or dissipates in workplace).











● Unrealistic goals











= excessive expectations


 →  (misunderstanding/disenchantment about implementation











= overly abstract learning


→ (inability to deal with complexity, conflicts and pressures at work)











● Linkage failure during course











= distrust


→ (resentment and isolation on individual’s return)











● Alienation of trainees from workplace during course 

















● Application: Did they use it?








● Reaction: Did the learners like it?





● Learning: Did they learn it?








● Results/pay-off: Did it make a difference?











All five aspects of evaluation have to be considered if the aim is a comprehensive analysis of impact. I suggest you treat them as a checklist you can use in designing or revising your evalution system.








● It is important to recognize that a favourable reaction to a program does not assure learning.


● Likewise, learning does not amount to application. 


● A favourable reaction does not ensure that participants will implement the improvements.











► Summary of key points: 


● Evaluation of impact should take account of pre-, during- and post- training phases.


● Evaluation can uncover the strong and weak points in the process – all of which have repercussions at subsequent phases of training.


● Evaluation should cover the realms of trainees’ reactions, their learning, their application and the results of that application.


● Don’t conflate phases of training with realms of impact.











● Always begin with the outputs sought, then only define the inputs and the conditions that will get the inputs to produce the outputs. 


● Start your analysis of training by asking ‘What should the trainee have learnt as a result of the training?’”


● Engage trainees long before the course to encourage them to set their own objectives. This means asking them to:  


          – “Set goals. Develop a list of three to six overall goals. 


             It will start you thinking about the course to come.” 


          – “Think about specific questions you want answered.”


          – “Develop a list of 10 to 50 pointed questions.”





● “Transfer” begins right in the planning of the programme, which should cover what ought to be achieved in regard to memory, interpretation, application, analysis, synthesis and evaluation by the trainees. 


● It is the purpose of the training that is the key to designing the criteria to measure effectiveness of training and to setting the time frame. 








Affective





Cognitive





Behavioural





● Relevant, and data available





● Measurable, not unambiguous





● Specific and central - not tangential





● Attainable, not unachievable








● Timebound 





► Summary of key points: 


● Objectives should cover areas of change in relation to continuity. 


● Learning covers affective, cognitive and behavioural objectives.


● Application of affective and cognitive learning in behaviour can be during a programme, or post-programme (i.e. workplace implementation).


● Affective objectives should not be neglected.


● Key objectives should be identified, and then refined with SMART.





Feedback


 








   Where there alternatives?








     Reaction ●                           ●  Learning 





   














Application ●                           ● Results/p-o 





●        Reaction         ●


●        Learning       ●


●       Application   ●


●  Results/p-o ●





    ● Reaction 


   ● Learning 


  ● Application 


 ● Results/p-o 





Reaction ●


   Learning ●      


  Application ●


    Results/p-o ●





Which of the following statements best represents the level of management support:


● There was no management support for this project;


● There was limited management support for this project; 


● There was moderate management support for this project;


● There was much management support for this project;


● There was very much management support for this project.


Could other solutions have been effective in meeting the business need(s)?


● Yes         ● No            Please explain: ………………………




















► Summary of key points: 


  ● Needs assessment should look at performance and product.


● Reaction evaluation may be during and after training.


● Learning evaluation may be pre-, during- and post- training.


● Application evaluation should consider success, failure, change and surprise.


● Results/pay-off evaluation should work with hard and soft data.


● SPICED criteria help develop participative and credible assessment.








Level 7: arrange for a telephonic interview to get the information.








Level 9: arrange site visits for face-to-face interviews with trainee and a sample of “360 degree” sources – supervisor, peers, those reporting to trainee 











Level 8: arrange site visits for face-to-face interviews with the trainee. 











Level 6: recognise individuals who responded, publicise them in newsletter sent to participants, and arrange for follow-up phone calls for chasing others.





Level 5: send a reminder a week after the questionnaire has been received, and a second one after another 2 weeks. Sometimes, a third is appropriate.








Level 2: offer incentives: a mug, t-shirt, $1 to buy a coffee and complete the form, or a prize draw.








Level 4: enlist management support and get an executive to sign the cover letter requesting candidates to complete form.








Level 3: complement “carrot” with a subtle “stick”: no response = no certificate, or no chance of follow-up training.








Level 1: give advance notice there will be post-course questionnaire, explain its purpose and who will see results.





●  A post-course appraisal should only be done once the trainee has had sufficient time to put the learning into practice, which is usually a minimum of three months.


● Get progress reports at 45 and 90 day intervals.


● Evaluation of skills development with short-term outcomes can often be done 3-6 months after the programme. If assessing the impact on the institution or broader society (eg. on policy), this should not be done after 18 months. It depends on estimating what can reasonably be expected in a given time.


● There is no one answer about “when”. Rather, the trainer needs to judge on the basis of how frequently the trainees are expected to use the learning. If the skills in question are used daily, the evaluation can be earlier, but if they are only used weekly or annually, then the exercise should wait longer. The decision may also be based on when the data collection is possible (eg. it may depend on infrequent observation), and on how long it takes for new norms to be established.








► Summary of key points: 


 ● Evaluation systems can be scaled up or down to offer ranges of possibilities in collecting impact data.


● Data collection and data analysis need plans.


● The timing of evaluation exercises is related to your aims and to what time frames are reasonable for anticipating impact. 
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Organisation





Trainee





● “Immediately after learners leave a training program, the new skills are most vulnerable to extinction. If the work environment does not support and encourage participants to use the skills … up to 87% of the skills can disappear.”


● “Trainers may find that the most effective strategy for change is not to train the employees at all but to train the managers who will do the maintaining … The single most important factor in maintaining the behaviour of trainees once they return to their jobs is whether or not there is any positive reinforcement coming from the managers of the trainees.”





● Among the factors contributing to the impact of training are:


       ● Ownership and commitment by stakeholders 


       ● Continuity of trainees in organisation


       ● Resources for implementation





► Summary of key points: 


● The organisation is a key stakeholder in training and impact assessment.


● Supervisors need to be deeply involved in all aspects.


● Trainees’ colleagues can help improve impact.


● Try to enlist trainees in assessing impact. 











● “If the question – how are the results to be evaluated – is raised at the outset, a giant step can be taken toward improved evaluation of training effectiveness.”


● Phillips recommends his model for designing training programmes, which involves “18 logical steps, with at least 11 of the steps directly involving evaluation”. He begins with conducting a needs analysis and developing tentative objectives. Step 2 is to immediately identify what the purposes will be of an (impact) evaluation. Once Step 3, establishing the baseline data, is completed, he recommends that the evaluation method should be chosen and an evaluation strategy determined. Only then does he suggest finalising programme objectives. 








● simplify the data





● use positive data cautiously








● cover the role of the evaluator/s








● use negative data constructively








● seek reactions and recommendations








● it follows trainee performance as early as possible


● is partly intrinsic to the tasks’ success


● also includes extrinsic feedback 


● is specific


● includes positive and negative








Intrinsic





Extrinsic





Specific





Balanced





Early





   How adequate is the design?








   Who is using the results?








   Is the evaluation working as planned?





   Did the evaluation produce the data?





   Was the evaluation worth it?  








   Was there a need for the evaluation? 





Step 5: report





Step 2: in-course activities towards the plan





Step 4: analysis and conclusions


Step 5: report








Step  4: analysis and conclusions











Step 3: follow up activities








Step 1: planning for the participant’s action plan
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Application�





Results/pay-off





Reaction





 Reaction ●


   Learning ●      


 Application ●


    Results/p-o ●





       ● Reaction


     ● Learning


   ● Application


● Results/p-o





● Think about whom you can involve in your growth. Write  about them.


● Think about a timetable for results. Note it.


● Think about how you will measure your growth. Describe it.


    ● Think about how you will celebrate your growth. Share it. 





● Specific and central - not tangential





● Relevant, and data available





● Measurable, not unambiguous





● Attainable, not unachievable








● Timebound 











It’s the 


training


that did it 





A primer for media trainers to assess their impact
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